
Neuropsychologia 40 (2002) 1494–1505

Modelling rhythmic function in a musician post-stroke

Sarah J. Wilsona,∗, Jeffrey L. Pressinga, Roger J. Walesb
a Department of Psychology, School of Behavioural Science, The University of Melbourne, 3010, Victoria, Australia

b Faculty of Humanities and Social Sciences, La Trobe University, Bundoora, 3083, Victoria, Australia

Received 1 August 2001; accepted 6 September 2001

Abstract

The aim of this study was to model the components of rhythmic function in a case (H.J.) of acquired rhythmic disturbance. H.J. is a
right-handed, amateur male musician who acquired arrhythmia in the context of a global amusia after sustaining a right temporoparietal
infarct. His rhythmic disturbance was analysed in relation to three independent components using an autoregressive extension of Wing
and Kristofferson’s model of rhythmic timing. This revealed preserved error-correction and motor implementation capacities, but a gross
disturbance of H.J.’s central timing system (“cognitive clock”). It rendered him unable to generate a steady pulse, prevented adequate
discrimination and reproduction of novel metrical rhythms, and partly contributed to bi-manual co-ordination difficulties in his instrumental
performance. The findings are considered in relation to the essential components of the cognitive architecture of rhythmic function, and
their respective cerebral lateralisation and localisation. Overall, the data suggested that the functioning of the right temporal auditory
cortex is fundamental to ‘keeping the beat’ in music. The approach is presented as a new paradigm for future neuropsychological research
examining rhythmic disturbances. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

A disturbance of rhythmic sense (arrhythmia) has been
frequently reported in the amusia case literature. This lit-
erature examines the skills of musicians following acquired
brain injury (for a review see [2,60,61]). A range of rhyth-
mic deficits has been described, including the inability to re-
produce rhythmic patterns or to discriminate between them,
and the inability to perform music rhythmically, or to keep
time to music, including dancing in time. These deficits
may occur in combination with other musical deficits, such
as impaired vocal and instrumental skills [2,3].

Despite the frequent co-occurrence of melodic and rhyth-
mic impairments, systems responsible for their processing
are thought to be relatively independent. Isolated deficits
of ‘amelodia’ and arrhythmia have been reported in the
amusia literature for perceptual, productive, and musical
reading tasks [4,13,30,37,38,40–42,62]. Separate cogni-
tive representations of melody and rhythm have also been
proposed in the developmental [62,63] and normal adult
literature [43,60,62], supporting the general applicability of
this distinction.
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Taking this approach one step further, Peretz and
co-workers [25,37,43] argued that rhythmic and metric or-
ganisation can be differentially impaired in brain damaged
patients, supporting the relative independence of functions
of the rhythmic system. In terms of cerebral lateralisation,
Peretz and Morais [43] suggested that metric organisation
may be ascribed to the right hemisphere, whilst smaller
rhythmic groupings are encoded by the left hemisphere.
This notion is consistent with research findings from normal
subjects [12,18,52] and brain-damaged patients [11,30,44],
as well as data supporting left hemispheric specialisa-
tion of temporal processing relevant to speech perception
[33,34,51,54]. Neuropsychological studies of groups of pa-
tients, however, have generally shown more variable later-
alisation effects, particularly in recent research [25,36,46].
Moreover, as noted by Penhune et al. [36], temporal pro-
cessing relevant to speech perception has been typically
evaluated within a brief time frame (2–50 ms) in compari-
son to the temporal processing of musical rhythms (period
of seconds), making it difficult to generalise across task
effects [36].

Apart from the observed dissociation of rhythmic and
metric organisation, few studies have examined the cogni-
tive architecture of rhythmic function based on a detailed
analysis of acquired rhythmic disturbance. The use of the-
oretical models of the functioning of the rhythmic system
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is generally lacking in the neuropsychological literature,
and the neurological basis of arrhythmia has been subject
to much speculation [17,39]. Exceptions include a case
reported by Mavlov [30] of a 61-year old, right-handed,
professional male musician (violinist and music teacher)
who suffered a cerebrovascular accident in the left posterior
parietal region. This musician displayed impaired rhythmic
pattern discrimination and reproduction across auditory,
visual and tactile stimuli. Mavlov characterised the impair-
ment as a ‘supramodal’ rhythmic disorder, considered to
underlie a severe amusia in this case.

More recently, Fries and Swihart [11] described the case
of a 56-year-old, left-handed, amateur male musician who
played the drums and the bugle. He presented with a unique
disturbance of rhythmic function, in that he was able to
correctly discriminate and produce rhythmic patterns, but
he could no longer produce rhythmic behaviour “. . . in
phase with an externally given acoustic rhythm source”
(p.1317). He displayed a modality specific disturbance of
auditorily paced predictive motor behaviour that affected
activites such as walking, dancing, singing and speech.
This occurred following infarction of the right temporal
lobe with additional right basal ganglia damage. The rhyth-
mic deficit was accompanied by sensory amusia and poor
pitch and rhythmic production during spontaneous singing
(vocal amusia).

The present study focuses on the case of H.J., a
67-year-old right-handed, amateur male musician who suf-
fered a right temporoparietal infarct, accompanied by a
severe global amusia [60,61]. This included arrhythmia,
with paced and unpaced production both impaired. The
aim of this paper was to provide a detailed analysis of
H.J.’s rhythmic disturbance. A cognitive model of rhythmic
timing derived from normal subjects in the experimental
psychology field [47–49,58,68,69] was employed to analyse
the essential components of this disturbance.

1.1. The Wing and Kristofferson model of rhythmic timing

Research examining the timing of rhythmic production
in normal subjects has typically employed a two-tiered
cognitive model. This model was originally enunciated by
Wing and Kristofferson [68,69] and has received substantial
empirical support across a range of experimental contexts
[19,50,57,65–67]. For self-generated, isochronous tapping,
the basic model comprises two independent components.
The first is a “cognitive clock” that internally generates
“timekeeper pulses” defining regular intervals (Cn). This
is considered to have a central source within the nervous
system; in other words, the “cognitive clock” is equivalent
to a “central time keeper”. The second component involves
a more peripheral motor response, each triggered by one
timekeeper pulse. Each cognitive clock pulse starts a clock
interval (Cn) and initiates a motor response that can be
characterised by a certain implementation time, or motor
delay (Dn). Given these two definitions, the intertap interval

(In) between successive taps can be expressed by

In = Cn + (Dn+1 − Dn) (1)

Using Wing and Kristofferson’s basic model [68,69], in-
dependent estimates of the motor delay and clock variances
can be obtained. Various studies have provided support for
the independence of these variables, including their disso-
ciation in patients with Parkinson’s disease or cerebellar
damage [19,20]. The motor delay variance has been found
to be relatively independent of tapping period, whilst clock
variance has been shown to have an approximate quadratic
relationship with it [19,47,66].

Tapping in response to an externally generated pulse
(paced tapping) can also be incorporated into the Wing
and Kristofferson approach [49,58]. A fourth term must be
added to Eq. (1), based on the asynchrony (An) between a
subject’s tap and the externally generated signal (typically
a recurring audio tone) at timen. The asynchrony is pre-
sumably utilised by a cognitive process that linearly adjusts
for any differences between the externally generated pulse
and the motor output. Thus, the extended model contains
an error-correction term (−αAn) that allows for correction
of the clock interval (Cn) according to the most recent
asynchrony between tone and tap [58]

In = Cn − αAn + (Dn+1 − Dn) (2)

As shown in Eq. (2), the interresponse interval is defined
in terms of the sum of the internal sources of variation plus
the error-correction mechanism, which is linear. Importantly,
error-correction is a third, independent process, completely
autonomous from the clock and motor mechanisms. Alpha
is the (first order) error-correction coefficient which is in-
dependent of the scale of the asynchronies. It indicates the
rapidity and strength of error-compensation, which presum-
ably relates directly to both information transmission and
processing [47,49]. This extended model has been referred
to as the AR1 model [49], since it is first order autoregres-
sive. It has been considered by previous researchers in var-
ious forms (see [16,28,29,53,58]).

The use of paced tapping incorporates explicit error-
correction. This was essential in assessing the nature
of H.J.’s arrhythmia, as he was unable to reliably per-
form self-generated (unpaced) isochronous tapping. This
is the first study known to the authors to examine the
error-correction model in a brain damaged, arrhythmic
musician.

Fig. 1 provides a diagrammatic representation of the Wing
and Kristofferson model, extended by Vorberg and Wing
[58] to incorporate the asynchrony variable associated with
an external tone source. As can be seen from this figure, the
model comprises three tiers, whereby the cognitive clock
and motor systems must become closely entrained to the
externally generated reference tone. When asynchrony is
non-zero, adjustment is made to the motor output via the
cognitive clock system.
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Fig. 1. The Vorberg and Wing synchronisation approach showing the co-ordination of tapping production with regular audio tones [58]. (Pn = interval
between the synchronising tones;Cn = cognitive clock intervals;Mn = motor delays;Sn = subject taps;In = interresponse intervals).

A further development of the model instigated by Pressing
and Jolley-Rogers [49] involved the inclusion of two-error
terms, with designated error parametersα andβ. The inclu-
sion of two such terms allows for the condition in which a
subject may base error-correction on the asynchrony of the
tone at timen as well as the tone previous to that,n − 1.
This model (designated as AR2—second order autoregres-
sive) represents a more complex or sophisticated timing
system than that posed by AR1. Its form is

In = Cn − αAn − βAn−1 + (Dn+1 − Dn) (3)

As evident from Eqs. (2) and (3), the AR1 model is a
subcase of AR2 (β = 0 yields AR1), since AR2 has two free
error-correction parameters (α and β), and AR1 only one
(α). AR2 provides, therefore, a less parsimonious account
of rhythmic timing in response to an externally generated
tone. Its use is only mandated when experimental data show
an inferior fit to the AR1 model.

The recent study by Pressing and Jolley-Rogers [49]
revealed that the AR2 model was better suited for simple
tapping data derived from a 48-year-old, expert musician
performing the tapping task at very fast speeds (≤150 ms
or 20 taps in every 3 s). For slower speeds, and for a
non-musician, the simpler AR1 model was consistently pre-
ferred. Pressing and Jolley-Rogers interpreted these findings
in relation to an auditory reaction time zone (150–200 ms),
where error-correction begins to decline due to auditory
processing limitations. In the case of the musician, this may
be overcome by the use of an ‘expert system’, represented
by the AR2 model. Other conditions under which such
advanced expertise appeared are described in Pressing [48].

H.J.’s performance of the tapping task was considered
in relation to the extended error-correction model. Eq. (3)
can be solved forα, β, and the variances of the clock and
motor processes, using the mathematical procedures out-
lined by Pressing and Jolley-Rogers [47,49]. This enabled
H.J.’s rhythmic timing difficulties to be quantified in terms
of the functioning of his cognitive clock, motor system, and
error-correction processes. The results were considered in

relation to both the AR1 and AR2 cases to determine which
model best characterised his performance.

Given that the details of the theoretical issues underpin-
ning the models are not addressed here, the interested reader
is referred to the indicated original references for a thor-
ough account of these issues. For the purposes of this paper,
however, we believe it is useful to list the basic assumptions
underlying our models.

1. The process controlling the synchronisation task is sta-
tionary over the course of a run.

2. “Clock” (central) and “motor” (peripheral) sources of
noise are independent.

3. Error-correction is based linearly on asynchrony and is
achieved by local correction of the central clock process.

2. Methods

An in-depth assessment of H.J.’s musical skills was con-
ducted between April, 1994 and February 1996, as part of a
larger research program [60]. The results of this assessment
have been previously reported, including a detailed account
of H.J.’s case history, his neurological status, and neuropsy-
chological functioning [61]. A summary of his details rele-
vant to the present experiment will be provided here.

2.1. Subjects

At the commencement of testing (1994), H.J. was a
67-year-old, right-handed male musician. Six months pre-
viously, he had suffered a right, temporoparietal infarct,
thought to have arisen as a complication of coronary an-
giography. A computed tomography (CT) scan of H.J.’s
brain 3-months post-stroke revealed an ischaemic event in
the territory of the inferior division of the right middle cere-
bral artery. It primarily involved auditory association cortex
of the middle temporal gyrus and the posterior portion of
the superior temporal gyrus, representing the right-sided
equivalent of Wernicke’s area. It extended back into the
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Fig. 2. Representative axial slices from H.J.’s CT scan, 3 months post-stroke [61]. The right hemisphere appears on the left-hand side of the scan, with
the sequence of slices moving from lower to higher levels within the brain. The scan shows an ischaemic event in the territory of the inferior division
of the right middle cerebral artery, involving auditory association cortex of the middle temporal gyrus and the posterior portion of the superior temporal
gyrus, extending back into the angular gyrus and terminating at the temporo-parieto-occipital junction.
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angular gyrus of the inferior parietal lobule, and termi-
nated at the temporo-parieto-occipital junction (Fig. 2).
H.J. had a longstanding history of ischaemic heart disease,
but no previous history of cerebral insult or psychiatric
disorder.

H.J. commenced musical training at the age of 6 years,
acquiring skills on a range of instruments including the pi-
ano, the piano accordian, the electric theatre organ, the gui-
tar, the clarinet, the drums and the harmonica, although his
principal instrument was the piano. He was also an accom-
plished tenor singer. Following his stroke, H.J. complained
of a number of musical difficulties, including an inability
to “comprehend” music when listening or performing, diffi-
culty “transferring music from his head into his hands” when
wanting to play, and difficulty dancing in time to music.

H.J. had 10 years of formal education, and a full-scale
IQ (FSIQ) of 105 as measured on the Wechsler adult
intelligence scale-revised [59]. Repeated neuropsycholog-
ical assessments following his stroke revealed impaired
visuoperceptual and spatial functions, as well as a mild
constructional apraxia. Initially, there was evidence of left
hemispatial neglect, which had largely resolved 6-months
post-stroke. There was no evidence of difficulties on tasks of
psychomotor speed, facial or ideomotor apraxia, language,
memory, or frontal lobe functions [60,61].

Neurobehavioural assessment of H.J. post-stroke showed
reduced tactile sensation on the left, with midline sensory
extinction. There was also evidence of partial dysgraphaes-
thesia and imprecise movements of the left hand. Motor
functioning of H.J.’s upper and lower limbs was tested us-
ing Denckla’s battery of motor co-ordination tasks [7], com-
pared to the mean performance of a group of 10-year-old
boys [7], and six adult control subjects (see below). Over-
all, H.J. showed superior performance of the motor tasks, as
indicated by his faster speeds and normal power (Table 1).
Qualitative observations, however, revealed clumsy and ar-
rhythmical left-sided movements, which were felt to have a
sensory rather than a pure motor basis [60,61]. Audiological
assessment of H.J. post-stroke showed mild bilateral hear-
ing loss in the high frequency range. This was considered
typical of normal ageing (presbycusis) [60,61].

A normal control (NC) group of six male musicians was
selected to match the musical background and premorbid
musical ability of H.J as closely as possible. They had a
mean age of 67 years (range 62–70 years), a mean edu-
cation of 11.7 years (range 7.0–21.0 years), and a mean
FSIQ of 114.2 (range 96.0–125.0 years). In comparison to
the NC group, H.J. displayed a range of receptive musical
difficulties post-stroke [60,61]. These included impaired
discrimination of musical pitch, chords and melodic pat-
terns, a disturbance of pitch working memory, a loss of tonal
knowledge (atonalia), and difficulty recognising familiar
tunes not associated with lyrical content (Table 2). These
impairments were not attributable to a language or general
auditory disurbance (such as nonverbal auditory agnosia),
but rather, were specific to musical stimuli [2,17,38,39,71].
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Table 2
Summary of H.J.’s musical skills [60,61]

H.J.’s pitch and rhythmic skills
(compared to the NC group)

Normal Impaired H.J.’s vocal and instrumental skills
(compared to premorbid performance)

Normal Impaired

Pitch discrimination Vocal Performance
Sine tones [1] � Pitch reproduction �
Piano tones �∗∗∗ Novel melody reproduction �

Chord discrimination [1] �∗∗ Production of a familiar tune �a

Melodic discrimination (5-note melody) Production of tonal endings �
3 notes changed [64] � Instrumental Performance—Piano
1 note changed [1] �∗∗∗ (i) Familiar pieces

Pitch working memory [71]b Technique (finger patterns, dexterity) �
Short-term delay (1650 ms) �∗∗∗ Bi-manual co-ordination �
Intermediate-term delay (4000 ms) �c Melodic/harmonic content �

Familiar tune identification Rhythmic content �
Not associated with lyrical content �∗∗ Use of dynamics/phrasing �
Choruses played without lyrics � (ii) Sight-readingd

Tonal identification Right-hand passages �
Major/minor classificatione �∗∗∗ Left-hand passages �
Tonal/atonal classification [64] �∗∗∗ Other Instrumental Performances

Sound Identification Organ �f

Musical timbres � Piano accordian �f

Environmental sounds � Clarinet �g

Harmonica �g

Rhythmic timing Simultaneous vocal and instrumental performance �
Clapping in time with simple music �

Rhythmic discrimination
5-Note rhythms; 3 or 4 notes changed [64] �∗∗

Metrical rhythms �∗∗∗
Non-metrical rhythms �

4-Beat metrical rhythms; 1 beat changed [1] �∗∗∗
Metrical/non-metrical classification [64] �
Rhythmic pattern reproductionh �∗∗∗
Production of a familiar rhythm �

a Despite H.J.’s high level of pitch and rhythmic accuracy, his voice quality was characterised by a dull flattened tone that lacked musical expression.
b These memory tests were developed by Dr. Robert Zatorre and used with his kind permission.
c There was a trend towards impairment on this task.
d H.J. was able to correctly name the notes in both the treble and bass clefs for these simple passages of one-handed sight-reading.
e One control subject was excluded from this task.
f H.J.’s performance of these instruments was characterised by difficulties identical to those listed for the piano. For the organ, H.J. also showed impaired

use of the foot pedals, whilst use of the bellows of the piano accordian was characterised by poor bi-manual co-ordination and impaired rhythmic timing.
g H.J. refused to play these instruments stating that he no longer remembered how to play even the most elementary songs.
h Patterns were presented with or without accompanying pitch.
∗∗ P < 0.01.
∗∗∗ P < 0.001.

H.J.’s musical performance skills were examined by ob-
taining repeated audio and visual recordings of his vocal and
instrumental output. These were assessed relative to produc-
tions acceptable for public performance, given H.J.’s pre-
morbid performance history. The recordings showed clear
evidence of stable, vocal and instrumental difficulties, in-
cluding incorrect pitching of tones and short novel melodies,
and deficient intonation in the production of familiar tunes
(Table 2). His instrumental performance was characterised
by a lack of musicality, as well as the inability to pro-
duce an error free or continuous musical production. Er-
rors were associated with a loss of appropriate finger pat-
terns and occurred bilaterally, despite being more promi-
nent in the left hand. They were accompanied by impaired
bi-manual co-ordination, including difficulties integrating
the timing of the two hands. These problems were observed

for all musical instruments tested, and were most evident
for the performance of recently learnt material (prior to the
stroke), compared with highly familiar, over-learned tunes
(Table 2).

In an attempt to assist H.J. with his instrumental perfor-
mance, he was asked to play in time with an external pulse.
This revealed that he was only able to ‘keep the beat’ for
brief periods (less than 10 s), after which he would lose
all sense of pulse in his performance. In contrast to the
NC group, he was also unable to clap in time with simple
musical pieces, and showed impaired discrimination and
reproduction of novel metrical rhythms (Table 2). The dis-
crimination of non-metrical rhythms and their classification
relative to metrical rhythms was less affected. These difficul-
ties pointed towards an underlying disturbance of rhythmic
timing.
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2.2. Procedure

H.J. performed the paced synchronisation task under lab-
oratory conditions, according to the procedure outlined by
Pressing and Jolley-Rogers [49]. He was seated in a sound-
proof booth, wearing headphones through which a repeating
auditory tone was received bilaterally. The repeating tone
had a frequency of 1000 Hz, a duration of 30 ms, and was
presented at a comfortable listening volume, as determined
by H.J. In response to the tone, he was asked to tap one of
two force-sensitive keys (Honeywell microswitch PK89133)
placed before him on a flat table, using first the right and then
the left hand in alternate runs. The keys were connected to
an IBM 486 computer equipped with special recording and
data analysis software, as previously described by Pressing
and co-workers [47–50]. The measurement accuracy of the
equipment was between 1–2 ms.

H.J. performed the tapping task in response to five dif-
ferent speeds. The first was considered to represent a slow
speed (period= 1000 ms), requiring one tap per second.
The last was a fast tempo (period= 200 ms) considered ca-
pable of challenging an expert musician, requiring five taps
per second. Intermediate speeds involved a gradual increase
in tapping speed between this range (periods of 650, 450
and 300 ms respectively).

Each experimental condition was administered a mini-
mum of four times, separately for the two hands, to ensure
that a large sample of taps was obtained. The speed of the
runs was presented in counterbalanced order, alternating
between the use of the right and left hands. Breaks were
provided throughout the experiment to minimise errors re-
sulting from decreased concentration and fatigue. Despite
this, H.J. was unable to perform all of the conditions of the
tapping task on the same day. Thus, administration of the
faster speeds (periods of≤450 ms) was presented to H.J.
on a separate testing occasion.

H.J.’s performance was compared to the performance
of two normal control, male musicians, who performed
the tapping task under similar conditions. One control was
drawn from the NC group of six male musicians previously
described (control 1), whilst the other was a new subject
(control 2), again selected to match the age, musical back-
ground and premorbid musical ability of H.J. as closely as
possible.

2.3. Data analysis

The ‘binned’ analysis technique was used to analyse the
tapping data (see Pressing [47] for details). Exploratory data
analysis resulted in exclusion of some of the data for each
subject, particularly, at the onset of a run whilst they became
accustomed to the pulse of the auditory tone. As a general
rule, values greater than four standard deviations from the
mean of a given run were also excluded as outliers, unless
there was a compelling reason to suggest that such data were
not aberrant. These data conditioning and exclusion criteria

are standard to the research field, and provide a more stable
estimation of the subjects’ tapping performance.

Unlike the control subjects, H.J. was unable to track the
fastest tapping speed (200 ms) in either the right or the left
hand, showing complete breakdown of his rhythmic produc-
tion at this challenging speed. In general, all comparable
data were similar for the left and right hands of H.J. and the
control subjects. Thus for the purpose of this study, H.J.’s
performance was compared to the mean performance of the
control subjects using the binomial sign test [5], collapsed
across hands for each condition.

3. Results

3.1. The extended Wing and Kristofferson model

3.1.1. Cognitive clock pulses (Cn)
As shown in Fig. 3, the most striking effects were ob-

served for H.J.’s cognitive clock. In comparison to the
control subjects he displayed significantly greater variance
across the conditions of the tapping task (binomial sign
test, P = 0.004). This gross disturbance likely reflects a
lesion-induced deficit.

The data from all subjects were well fit by a linear increase
in clock variance as a function of period (1/tapping speed;
see Fig. 3). This is typical of the performance of normal
subjects [19,47], confirming the generality of this Weber’s
law-based property of temporal production. Pearson corre-
lation coefficients (r) between cognitive clock variance and
period for H.J., control 1, and control 2 were 0.978, 0.988
and 0.979 respectively. These highlight the strength of the
linear relationship, given that all correlations fell above 0.9.

Fig. 3. Cognitive clock component of the extended Wing and Kristofferson
model [58]. Values represent the standard deviation of central clock noise
for each tapping speed averaged across the left and right hands. Data are
shown separately for H.J. and the two control subjects.
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Table 3
Motor variance values (ms2) and fraction of runs showing a clear AR1 structure for H.J. and the control subjects

Condition Subjects

H.J. Control 1 Control 2 H.J. Control 1 Control 2

LH (200 ms) a 7.82 (± 9.7) 33.52 (± 66.3) a 4/4 7/7
RH (200 ms) a −7.33 (± 7.9) 13.26 (± 18.8) a 4/4 5/5
LH (300 ms) 24.66 (± 33.3) 10.72 (± 6.2) 21.59 (± 9.8) 5/7 4/4 4/4
RH (300 ms) 21.64 (± 25.2) 7.49 (± 14.9) −24.77 (± 37.7) 3/7 3/4 4/4
LH (450 ms) 39.22 (± 21.3) 13.49 (± 23.9) 69.64 (± 35.2) 4/4 4/4 4/4
RH (450 ms) 32.10 (± 24.6) 6.90 (± 6.0) 32.85 (± 70.2) 4/4 4/4 4/4
LH (650 ms) 45.56 (± 128.8) 25.84 (± 22.3) 60.27 (± 93.7) 3/5 4/4 3/4
RH (650 ms) 104.60 (± 53.2) 35.73 (± 3.6) 186.01 (± 162.6)b 0/4 1/4 2/3b

LH (1000 ms) 360.60 (± 320.9) 58.93 (± 93.2)c 33.25 (± 94.3) 1/4 3/7c 3/4
RH (1000 ms) 797.00 (± 531.3) 27.62 (± 37.0) 111.1 (± 382.5) 4/4 4/4 3/4

a H.J. was unable to perform this condition.
b One outlier run was excluded when calculating this value.
c This value was calculated from combined data taken from seven shorter tapping runs.

Fig. 4. Error-correction parameter of the Wing and Kristofferson model extended by Vorberg and Wing [58]. The values ofα are shown for each tapping
speed in the left and right hands for H.J. and the mean performance of the control subjects.

3.1.2. Motor delay (Dn)
In general, H.J.’s motor variance did not differ signifi-

cantly from the control subjects across the conditions of the
rhythmic tapping task (binomial sign test,P = 0.15). Ex-
amination of the performance of each subject showed that
control 1 exhibited the standard behaviour of motor vari-
ance, invariant as a function of speed (Table 3).1 Control 2
showed a possible modest increase in motor variance with
speed, whilst H.J. showed a dramatic increase for the slowest
speed (1000 ms). The performance of H.J. (and to a limited

1 Motor delay variances are computed in the Wing and Kristofferson
approach as a small difference of two large terms. Hence, they typically
exhibit much greater variability than that of the central clock variances.

extent control 2) is suggestive of a possible breakdown of the
independence of the motor (peripheral) and the clock (cen-
tral) components of the rhythmic timing model at longer pe-
riods. Alternatively, the automaticity of the motor delay pro-
cess may have been compromised by interruptions, such as
attentional inconsistencies. This effect is likely attributable
to age, compounded by neurological damage in the case of
H.J.

3.1.3. Error-correction mechanism (α)
In contrast to H.J.’s severely disturbed cognitive clock and

his relatively normal motor processing, he showed greater
values of the error-correction parameter (α) indicating su-
perior error-correction processing (Fig. 4). In comparison to
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the control subjects, H.J.’s error-correction was significantly
faster and more powerful for the conditions of the tapping
task, despite having a more limited tempo range (binomial
sign test,P = 0.004). This suggests that the control sub-
jects may not have fully matched H.J.’s premorbid level of
musical expertise. In any case, it would appear that H.J.’s
error-correction process was unaffected by his lesion, and
that this process can be separated from the clock and motor
processes. Pressing [47,48] has suggested that alpha should
be roughly linear with period for speeds below about 800 ms.
The present data are consistent with this suggestion with
correlations again greater than 0.9 for H.J. (0.977), control
1 (0.960), and control 2 (0.919).

3.1.4. AR1 versus AR2
The tapping data generated by the control subjects consis-

tently showed no significant improvement of fit for the AR2
model over the AR1 model (Table 3). In other words, the
subjects were employing only first order error-correction, so
that only the last error was used to adjust current tapping
behaviour.2 H.J.’s performance appeared more erratic, both
within and between tapping runs (Table 3). At the most com-
fortable tempo range (450 ms), he showed consistent use of
the AR1 model. At other tempi, however, his tapping con-
trol was less consistent, sometimes showing second order
error-correction and occasionally not conforming well to ei-
ther model. General fatigue and reduced concentration may
have contributed to his variable performance.

4. Discussion

In this paper, we have introduced into the clinical setting
a recent model for deconstructing motor timing skill into
three components. Specifically, synchronisation to an exter-
nal source requires cognitive pulse generation, motor imple-
mentation, and error-correction. In comparing H.J. to two
control subjects, we have found that both error-correction
and cognitive clock standard deviations increased approxi-
mately linearly with period, in accordance with earlier re-
sults and theoretical predictions [19,47].

Relative to the controls, H.J.’s error-correction capacity
appeared unimpaired, while his cognitive clock process was
erratic (exhibiting high variance). His peripheral motor pro-
cess appeared relatively normal until pulse slowed down
to about 1000 ms, where motor variance rose dramatically.
None of the subjects showed clear cut effects of hand, de-
spite H.J.’s right-sided lesion.

Relative to the earlier work of Pressing and Jolley-Rogers
[49], our first control subject acted like an expert while
our second control was similar to their non-expert, per-
haps reflecting the variable effects of age. In terms of his
error-correction H.J. is also an expert, but he has deficiencies
in other skill areas. In addition to the controls of this study,

2 In mathematical terms, this is called a Markoff process.

H.J.’s performance was notably worse than a third older ex-
pert available from Pressing and Jolley-Roger’s work [49]
who closely matched the performance of our first control
subject.

The main source of H.J.’s control problem lies in his pro-
duction of reference clock pulses. Although he can still per-
ceive and attempt to quench errors in his performance with
a high skill level, he cannot control his output (clock pulses)
with low enough variability to appear skillful. This seems
to emphasise that error-correction addresses the output or
the result of the central clock process and can maintain its
role despite malfunction of pulse production. This dissocia-
tion between error and clock variance has also been recently
found in patients with Parkinson’s disease or cerebellar dam-
age by Ivry and Pressing (journal submission).

In other words, modelling H.J.’s performance of the tap-
ping task revealed that one component of this model was se-
lectively disturbed following a right temporoparietal infarct.
H.J. was unable to adequately generate regular clock inter-
vals through a central cognitive mechanism. The bilateral
nature of this disturbance precludes the possibility that im-
poverished sensory feedback of H.J.’s left upper limb fully
accounted for the rhythmic timing deficit. The disturbance
was considered to underlie all of H.J.’s rhythmic difficul-
ties, including the inability to keep time to music (danc-
ing, tapping, playing) or to spontaneously generate a steady
pulse, and the inability to benefit from metric organisation
when discriminating or reproducing novel rhythmic patterns.
H.J.’s impaired bi-manual co-ordination whilst playing was
also considered to partly reflect his rhythmic timing deficit
[61].

In contrast to these difficulties, H.J.’s ability to discrimi-
nate between non-metrical rhythms, or to correctly classify
non-metrical and metrical patterns did not differ significantly
from the NC group. This dissociation in H.J.’s rhythmic per-
formance likely reflects the different components of rhyth-
mic function assessed by metrical and non-metrical tasks. In
particular, metrical rhythmic patterns are hierarchically or-
ganised, with pulse typically comprising a low level of the
hierarchical structure ([45,14,21]; see [6] for a review). Dis-
crimination of metrical patterns is ratio based, requiring the
listener to perceive two or more adjacent temporal levels that
are nested within each other. Discrimination of non-metrical
patterns does not require the listener to perceive a hierarchi-
cal temporal structure. It can occur solely on the basis of the
estimation of note duration [10]. Presumably the classifica-
tion of regularity or non-regularity in a temporal sequence
(for example, metrical classification) can be performed using
either strategy, with differing contexts favouring one method
over the other (for example, see [46]).

Thus, H.J.’s findings supported a distinction between im-
paired pulse generation and metrical pattern discrimination,
and preserved duration estimation. These findings, in con-
junction with the results of previous research, highlight some
of the essential components of the cognitive architecture of
rhythmic function, which we have summarised in Table 4.
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Table 4
Some of the essential components of rhythmic function

Processing level Psychological components Possible neural correlates

I Input, perceptual, and
cognitive processing

Record tone onsets/detect
events (e.g. [15])

Bilateral temporal cortices
(e.g. [36])

Estimate time intervals (e.g. [10,9,33]) Bilateral temporal cortices (e.g. [36]) or Left temporal
cortex preferentially (e.g. [33,46])

Infer a pulse (e.g. [45,8,21,35]) Right temporal cortex (e.g. [11])
Infer meter (e.g. [27,45,26,24,14,21,23,35,55]) Bilateral temporal cortices (e.g. [25]) or Right tem-

poroparietal cortex (e.g. [37,44])

II Building/preparing
an action

Update short-term timing memory (e.g. [10,15]) Right temporal cortex (e.g. [36])
Tune clock pulse; set mean and restrict variance as far
as conditions allow (e.g. [68,69,58,49])

Right temporoparietal cortex (e.g. H.J.)

Use asynchronies to compute error-corrections to be
applied (e.g. [58,49])

Distributed (e.g. the motor system, including subeortical
structures; [56,32]; for a more general reference see
[22])

III Motor action Use error corrected clock pulse values to trigger motor
process (e.g. [58,49])

Distributed (e.g. the motor system, including subeortical
structures; [56,32]; for a more general reference see
[22])

Monitor tempo invariance over longer time spans to
maintain stationarity of clock process parameters

Right temporoparietal cortex plus other areas may be
involved (e.g. H.J.)

Note: These processes are overlapping and do not follow in strict temporal order. Furthermore, column 2 is an elaboration of column 1.

In its current form, this summary primarily relates to ‘keep-
ing the beat’ in music, but may be more broadly applicable
to other skilled motor behaviours.

As shown in Table 4, one of the basic functions of the
rhythmic system is to infer and construct a regular pulse.
This is a cognitive mechanism that appears to rely on the
integrity of the right temporal lobe. H.J. and the case re-
ported by Fries and Swihart [11] suggest that the critical le-
sion involved right temporal neocortex rather than subcorti-
cal structures (i.e. the basal ganglia). McFarland and Fortin
[31] also reported a case of amusia associated with a right
temporoparietal infarct. This case appeared to present with
similar amusic features to H.J., however, pulse generation
was not formally assessed. There are no known cases of im-
paired pulse generation following damage to the left hemi-
sphere, although in general, the number of cases in which
this has been examined is small, indicating that further re-
search is required to investigate the specificity of the lesion.

The ability to estimate time intervals and to infer me-
ter also represent essential components of the rhythmic
system. Neuropsychologically, these functions have shown
more variable lateralisation effects (Table 4). As stated by
Penhune and co-workers [36]:

“review of the neuropsychological literature related to
both basic temporal parameters and musical rhythm links
these functions to the auditory cortices of the temporal
lobe, but does not demonstrate a more precise localisation
within auditory cortex, nor any consistent lateralisation to
either the left or right hemisphere.” (p. 317)

Reasons for the variability of these effects may be partly
task related, given the numerous levels on which rhythmic
stimuli can be processed. An exception, however, appears to
be the processing of short-term timing memory (Table 4),

which has been ascribed to the functioning of the right ante-
rior secondary auditory cortex [36]. This is in keeping with
previous research by Zatorre and co-workers [70,71] impli-
cating the role of the right temporal lobe in working memory
for pitch.

Of particular interest in this study, H.J. showed impaired
ability to monitor the tempo of his performance over longer
time spans (i.e.≥10 s). This function has received consid-
erably less attention in the research literature. For example,
it was not included in the modelling approach of Wing and
Kristofferson as they used rather short tapping runs (approx-
imately 30 taps). Over longer runs, the ability to maintain
tempo invariance has been assumed to occur automatically
and thus, to produce stationarity within the data. Stationarity
typically reflects uniform values of control parameters over
the course of a run, such as the mean value of the cogni-
tive clock. For longer runs, however, this parameter mainte-
nance process must be considered to be a potentially signif-
icant source of error, particularly in individuals with poten-
tial control deficiencies. This appears likely in the case of
H.J., as reflected in his erratic use of AR1 versus AR2 mod-
els both within and between tapping runs, in comparison to
the normal controls.

It is possible that the mechanism for clinical inflation
of variance is non-stationarity. In behavioural terms, this
would be expressed as an inability to maintain control struc-
tures, such as tempo, over extended periods of time. This
was clearly reflected in H.J.’s instrumental performance
of large-scale works, where the tempo of the main theme
of the work would vary noticeably throughout the piece.
In contrast, H.J.’s ability to reproduce shorter, familiar
rhythms appeared intact, presumably because performance
of these rhythms did not invoke this control mechanism. To
the authors’ knowledge, H.J. is the first neuropsycholog-
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ical case report of a deficit of this nature. His difficulties
implicate the role of the right temporoparietal cortex in
maintaining tempo invariance, but other regions may also
be involved (Table 4).

Finally, in accordance with the extended Wing and
Kristofferson model [49,58,68,69], the cognitive architec-
ture of rhythmic function must incorporate motor output and
error-correction processes. These processes are considered
to have distributed cortical and subcortical representation,
including premotor cortex, supplementary motor area (cor-
ticospinal motor expression), motor cortex, basal ganglia
and cerebellum [22,32,56].

5. Conclusion

Use of the autoregressive extended Wing and Kristof-
ferson model of rhythmic timing provided an appropriate
means with which to characterise the nature of H.J.’s ar-
rhythmia. In particular, his impaired ability to generate
steady clock pulses appeared to form the underlying basis
of a global rhythmic disturbance. This was clearly dissoci-
ated from preserved motor and error-correction processes,
as quantified by the modelling approach of Wing, Kristof-
ferson, Vorberg and Pressing. This method of analysis
provoked discussion of the essential components of the
cognitive architecture of rhythmic function with respect to
their cerebral lateralisation and localisation. Overall, the
findings suggested that the functioning of the right temporal
auditory cortex may be fundamental to synchronisation or
‘keeping the beat’ in music. The tapping task has high face
validity, given the importance of ‘keeping the beat’ when
performing with other musicians. The approach provides,
therefore, a new paradigm for future neuropsychological
research examining rhythmic disturbances.
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