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Abstract

This study investigated people’s sensitivity to audiovisual asynchrony in briefly-presented speech and musical videos. A series of speech (lette
and syllables) and guitar and piano music (single and double notes) video clips were presented randomly at a range of stimulus onset asynchron
(SOAs) using the method of constant stimuli. Participants made unspeeded temporal order judgments (TOJs) regarding which stream (auditory
visual) appeared to have been presented first. The accuracy of participants’ TOJ performance (measured in terms of the just noticeable differenc
JND) was significantly better for the speech than for either the guitar or piano music video clips, suggesting that people are more sensitive t
asynchrony for speech than for music stimuli. The visual stream had to lead the auditory stream for the point of subjective simultaneity (PSS) to b
achieved in the piano music clips while auditory leads were typically required for the guitar music clips. The PSS values obtained for the speecl
stimuli varied substantially as a function of the particular speech sound presented. These results provide the first empirical evidence regardir
people’s sensitivity to audiovisual asynchrony for musical stimuli. Our results also demonstrate that people’s sensitivity to asynchrohy in speec
stimuli is better than has been suggested on the basis of previous research using continuous speech streams as stimuli.
© 2005 Elsevier Ireland Ltd. All rights reserved.
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Watching a live satellite news report on the television providesas brief noise bursts, light flashes, and punctate tactile stimuli;
one of the many everyday examples where a temporal mismatehg.,[8,21,28,29).
can be detected between what one sees and hears, in this cas@ne of the first studies to investigate the perception of syn-
between the sight of the reporters’ lips moving and the soundhrony for speech stimuli was reported by Dixon and Sjiijz
of his/her voice. The broadcasting industry, aware of the facParticipants in their study had to monitor videos that started
that people are sensitive to asynchrony in speech stimuli, hasa synchrony and were gradually desynchronized at a rate of
established a maximum acceptable asynchrony in broadcasting]l ms/s (up to a maximum asynchrony of 500 ms) with either
stating that the auditory signal should not lead by more tharthe auditory or visual stream leading. The participants had to
45 ms or else lag by more than 125 fif]. Research suggests respond as soon as they detected that the videos were asyn-
that within this temporal window only a minimal deterioration in chronous. Dixon and Spitz found that the auditory stream had to
program intelligibility will be observed (cf19]). However, one lag by an average of 258 ms or lead by 131 ms before the asyn-
important, but as yet unanswered, question regards how sensikhrony was detected. More recently, Grant efglreported that
tive people are to the asynchrony of speech versus to other king&rticipants only noticed the asynchrony in a continuous stream
of complex non-speech stimuli, such as, for example, musicadf audiovisual speech when the speech sounds led the visual lip
instruments? Despite the recent increase of interest in the mutlovements by at least 50 ms or else lagged by 220 ms or more
tisensory perception of synchrony (e.[1.3,22), the majority  (see alsq9]).
of research in this area has tended to focus on the perception of In order to understand speech processing and its poten-
synchrony and asynchrony for simple transitory stimuli (suchtially ‘special’ nature (e.g[2,14,26,32Munhall and Vatikiotis-
Bateson, 2004) it may be informative to compare the perception
of synchrony in speech under conditions of continuous (i.e.,
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synchrony for other complex non-speech events. However, onlgonsisting of phonemes and syllables, and brief musical stimuli
very limited evidence currently exists regarding TOJs in speechonsisting of single and double notes. The perception of syn-
(continuous or abrupt) and other complex non-speech eventshrony was assessed for the speech and musical stimuli using a
such as music or object-actions. In Dixon and Spitz]sstudy, temporal order judgment (TOJ) task with varied stimulus onset
participants were not only presented with speech videos butsynchronies (SOAs) using the method of constant stimuli. It
also with an object-action video (the action of a hammer hitshould be noted that while a number of previous studies have
ting a peg). Audiovisual asynchrony was detected more rapidlgxamined the consequences of introducing audiovisual asyn-
when viewing the object-action event than when viewing thechrony on speech perceptibility (e.§14,18,19), no one has
speech stimuli. Specifically, an auditory lag of 188 ms lag or aused a TOJ task to assess sensitivity to asynchrony for either
lead of 75 ms was required for the detection of asynchrony irspeech or musical stimuli before.
the object-action videos. Participants therefore appeared to be Twenty-one participants (10 male and 11 female) aged
more sensitive to the presence of asynchrony in the object-actidretween 19 and 33 years (mean age of 24 years) were given a £5
videos than in the speech videos (see {§%p (UK Sterling) gift voucher or course credit in return for taking
What are the factors that account for the differences in tempaopart in the experiment. All of the participants werdugas to
ral processing acuity reported in studies with simple, transitoryghe purpose of the study, none had any prior musical training,
stimuli and those using more complex speech and non-speeamnd all reported having normal or corrected-to-normal hearing
events? The audiovisual asynchrony values reported in prevand visual acuity. The experiment took approximately 50 min to
ous studies (e.g[5,7] see alsd9]) might not actually provide complete.
an accurate reflection of people’s sensitivity to asynchrony in  The experiment was conducted in a completely dark sound-
audiovisually-presented complex stimuli due to a number ofattenuated booth. During the experiment, the participants were
methodological factors. For example, in both Dixon and Spitzseated comfortably at a small table facing straight-ahead. The
and Grant et al.'s studies, the auditory stimuli were presentedisual stimuli were presented ona 17-in. (43.18 cm) TFT colour
over headphones while the visual stimuli were presented frohCD monitor (SXGA 1240x 1024 pixels resolution; 60-Hz
in front of the participant on a monitor. Recent studies havaefresh rate), placed at eye level, 68 cm in front of the par-
shown that the integration of multisensory stimuli can be facili-ticipants. The auditory stimuli were presented by means of
tated by their spatial coincidence (e.g., §&e though see also two Packard Bell Flat Panel 050 PC loudspeakers, one placed
[16]); hence, previous studies may have systematically overest?5.4 cm to either side of the centre of the monitor. The audio-
mated people’s sensitivity to asynchrony by providing additionalisual stimuli consisted of twelve video clips presented on a
spatial cues to temporal asynchrony that are not present whestack background, using the Presentation programming soft-
auditory and visual stimuli come from the same location, asvare (Neurobehavioral Systems, Inc., CA). The video clips
when we listen to someone speaking in real life. Addition-(400x 300-pixel, Cinepak Codec video compression, 16-bit
ally, it is unclear whether the gradual desynchronization of theAudio Sample Size, 24-bit Video Sample Size, 25 frames/s) were
videotapes in Dixon and Spitz’s study might inadvertently haveprocessed using the Adobe Premiere 6.0 software package. The
presented participants with subtle auditory pitch-shifting cuewvideo clips consisted of the following: (a) the face of a British
(see[18]). Finally, the fact that no catch trials were presentedmale, looking directly at the camera, and saying /a/ and /p/ (both
in Dixon and Spitz’s study means that the influence of crite-videos were 967 ms long); (b) the same male uttering the syl-
rion shifting on performance cannot be assessed. These factolables /lo/ and /me/ (833 ms duration); (c) a male playing the
should they prove important for temporal perception, would premusical notes “a” and “d” on a classical guitar (only the cen-
dict that TOJ performance for speech stimuli may actually bere of the body of the guitar was visible; 1700 ms duration); (d)
worse than has been reported in the literature to date. the same male playing the combinations of notes “db” and “eg”
Previous research in this area has tended to focus on speegh a classical guitar (2200 ms duration); (e) a bird's-eye view
events while ignoring other equally complex events, such asf the hands of a female playing the notes “a” and “d” on the
music. However, music might serve as a better stimulus (thapiano (1700 ms duration); (f) the same female playing the note
object-actions and simple sound bursts and light flashes) fasombinations “ce” and “fd” on the piano (2200 ms duration).
comparison with speech, given its complex time-varying nature, At the beginning and end of each video clip, a still image
and the fact that listening to both speech and music has bedaxtracted from the first and last 33.33 ms of each clip) and back-
shown to activate a number of the same neural structures (e.ground acoustic noise was presented for a duration equivalent to
[31] though se¢30]). It is therefore somewhat surprising to find the SOA (the SOA values are reported below) in order to avoid
that people’s sensitivity to the temporal synchrony of musicakuing the participants as to the nature of the audiovisual delay. In
videos has never been studied previously (though{28lefor  order to achieve a smooth transition at the start and end of each
an anecdotal report on this issue). Instead, speech has typicailideo clip, a cross-fading effect of 33.33 ms was added between
been adopted as the most crucial (if not the only), ecologicallyhe stillimage and the video clip. Therefore, each video started
valid stimulus in studies of audiovisual perception for complexwith participants viewing a black screen, the centre of the screen
stimuli (e.g.,[23]). gradually transitioned to the stillimage and subsequently transi-
In the present study, we examined people’s sensitivity tdioned to the video clip (a similar transition was added to the end
audiovisual asynchrony using both complex speech and muséf each video clip). The participants responded using a standard
cal stimuli. We focused on brief video clips of speech stimulicomputer keyboard, pressing the “V” key to indicate that the
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visual stream appeared to have been presented first, and the “gbries were initially analysed using one-way analysis of variance
key to indicate that the auditory stream appeared to have bedANOVA) with the factor of Category Exemplar (four levels;i.e.,
presented first. for speech: /a/, Ip/, /lo/, and /me/; s&able J).

Nine SOAs between the auditory and visual stimuli were Analysis of the JND data revealed no significant main effect
used=+400,4+300,£200,+100, and 0 ms. Negative SOAs indi- of Category Exemplarf<1 for speech, guitar, and pianog],
cate thatthe auditory stream was presented first, whereas positighowing that there was no difference in the accuracy of partic-
values indicate that the visual stream was presented first. Thipant’s TOJ responses as a function of the Category Exemplar
participants completed one block of 12 practice trials before thevithin each of the three Stimulus Types. (Note also thata prelim-
main experimental session in order to familiarize themselvefary analysis of the data revealed no differences in performance
with the task and the video clips. The practice trials were fol-for the short versus long videos; dil<1.) In order to com-
lowed by 10 blocks of 108 experimental trials, consisting of ongpare TOJ performance as a function of Stimulus Type, the data
presentation of each of the 12 video clips at each of the 9 SOAwere averaged over the Category Exemplar factor. A one-way
in each block of trials. The various SOAs were presented in ZANOVA performed with the factor of Stimulus Type (speech,
random order with the sole restriction that a given video clip waguitar music, and piano music), revealed a significant main effect
not presented on consecutive trials. [F(2,251) =8.33p <.01] (seeFig. 1A), showing that temporal

Before the start of the experiment, the experimenter gave discrimination performance was significantly better for speech
detailed verbal description of the task to participants and thegtimuli than for either the guitar or piano music stimuli [both
were allowed to ask any clarificatory questions. The participantstest comparisong < .01] (seeTable ). Subsequent analysis
were asked about their prior experience of music and any previf the data with block number as an additional factor revealed
ous training they might have had with musical instruments. Ao effect of practice on performancg< 1] (though se¢24]).
the start of the experiment, the participants were informed that Analysis of the PSS data revealed a significant main effect
they would have to decide on each trial whether the auditorpf Category ExemplarA(3,83) =7.69,p <.01] for the speech
or visual video stream appeared to have been presented firstimuli (see-ig. 1B), but not for either the guitar or piano music
and that they would sometimes find this difficult, in which case[both F < 2]. The mean PSS values for the guitar and piano music
they should make an informed guess as to the order of stimulugere —7 ms and +41 ms, respectively. The speech stimulus /a/
presentation. The participants were also informed that the taslequiring an auditory lead of 66 ms for the PSS to be achieved
was self-paced, and that they should respond only when confiwhich was significantly different from the auditory lead of 8 ms
dent of their response. The participants were told that they didequired for /p/ stimulus, or the visual leads of 19 ms and 27 ms
not have to wait until the video clip had finished before makingrequired for the syllables /lo/ and /me/, respectivehz[05,
their response, but that a response had to be made before the .01, andp <.01, for ther-test comparisons]. The only PSS
experiment would advance to the next trial. At the beginningvalues to differ significantly from objective simultaneity (i.e., for
of each block of trials the word “READY” was presented on 0 ms) were obtained for the speech letter /a/, and for the piano
the screen and the participants had to press the “ENTER” kegiotes ‘d’ and ‘ce’ [(20) =—4.56,p <.01; #(20)=2.58,p=.02;
to start the block. The participants were instructed prior to theand#(20) =3.02p = .01, respectively].
experiment not to move their heads and to maintain their fixation The results of the present study provide the first empirical
on the centre of the monitor throughout each block of trials. Theevidence regarding people’s sensitivity to asynchrony in musical
participants were allowed to take breaks between the blocks of
experimental trials. Table 1

The proportions of ‘vision first’ responses were convertedMean JND and PSS values (in ms), and their standard errors, derived from the
to their equivalent-scores under the assumption of a cumu-TOJ task for the speech and music video clips as a function of the speech sound
lative normal distributior{6]. Data from the nine SOAs were ©f musical note(s) presented
used to calculate best-fitting straight lines for each participantondition Category Exemplar JND PSS
for each condition, which, in turn, were used to derive val-
ues for the slope and intercept. These two values were used

Mean S.E. Mean S.E.

to calculate the just noticeable difference (JND = 0.675/slope>Peech a 101 7.0 —66 14.5
since+0.675 represents the 75 and 25% point on the cumula- E) gg gg 7189 1fé_lo
tive normal distribution) and the point of subjective simultaneity me 95 50 27 16.3
(PSS:—ujtercept/slope)_values (SEF},forfurtherdetalls)._The  Guitar a 109 75 1 014
JND provides a standardized measure of the accuracy with whic d 104 103 _34 18.1
participants could judge the temporal order of the auditory and db 116 11.0 -7 15.1
visual stimuli. The PSS indicates the amount of time by which eg 133 13.0 -23 16.7
one sensory modality had to lead the other in order for synchronyiane a 110 9.0 18 18.0
to be perceived (i.e., for participants to make the ‘sound first’ d 124 10.4 37 14.5
and ‘vision first’ responses equally often). For all of the anal- ce 116 9.1 47 15.5
fd 135 13.0 61 30.0

yses reported here, Bonferroni-correctedsts (wherg <.05
prior to correction) were used for all post-hoc comparisons. Thelegative PSS values indicate that the auditory stream had to lead for synchrony
JND and PSS data for each of the speech, piano and guitar catebe perceived.
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Poor tongue, and lips and for the bilabial, nasal consonant /m/ closure
performance . . . . .
150- of t_he oral _caw_ty is required, while uttering /mg/ reqwres_the
rapid combination of those movements. These differences in the
nature of the production of different speech sounds may explain
the variations in the auditory or visual delays/leads required for
the successful perception of synchrony for audiovisual speech
[15]. They may also help to account for the decreased sensitivity
to continuous speech reported in previous studies, where the
PSS will presumably have varied continuously depending on
. . the particular speech sound being uttered at any moment. By
oS e Speech Guitar Piano contrast, the plucking of a guitar chord or the striking of a piano
A) Condition key does not exhibit the same physical differences in the relative
timing of audition and vision as a function of the particular note
played (except perhaps in the case of anticipatory movements,
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Speach where preparatory finger movements might provide the observer
s(a) with misleading timing informationf1]).
s(p) It has been argued that speech and music share a number
= (lo) of important properties. For instance, they are both composed
n(me) . .
of perceptually discrete basic elements (such as phonemes and
notes) which can be organized into meaningful, syntax-governed
. | , sequences (such as phrases and tunes). Interestingly, however,
. -50 0 50 100 the results reported here reveal better temporal discrimination
(B) SOt PSS (ms) Ve accuracy for speech stimuli than for musical stimuli. This might

Fig. 1. (A) Averaged JNDs for the stimulus categories of speech, guitarmusicl,)e due to t_he greate_r p_rior eXperience_ tha_t people have with
and piano music. (B) PSSs for the four speech video clips. The error bars repréi€ perception of audiovisual speech stimuli (note that the par-
sent the standard errors of the mean. ticipants in our study had no prior musical experience) thus
perhaps making the speech stimuli more perceptually salient to
stimuli. The results show that people were better able to detectur participant’s than the musical stimuli. It might even be due
the temporal asynchrony present in the desynchronized audiovie the putatively ‘special’ nature of speech processing (e.g., see
sual speech videos than in either the guitar or piano music videl@,14,26,32). However, an alternative account for these find-
clips (seeFig. 1A). Nevertheless, the JND values reported forings relates to possible differences in the temporal profile of
speech stimuli in the present study were still noticeably highethe stimuli (i.e., the rise times for speech and musical stimuli
than those observed in previous studies that have used simpieay be different which might also affect TOJ performance; cf.
sound-light pairs as experimental stimuli (e {8,29] though [11]). Finally, the higher sensitivity observed for asynchrony in
see alsd17]). However, perhaps more importantly, the JNDsspeech may also be related to recent reports emerging from mir-
reported for the brief speech stimuli were much smaller thamor neuron studies on speech perception, where left hemisphere
those observed in previous studies of asynchrony detection usirgxcitability of the motor units underlying speech production
continuous speech stimyifi, 7]. The auditory speech stream had have been observed when participants either listen to speech
to lag the visual stream by more than 250 ms or else lead by momgithout any visual stimulation, or even by the mere sight of
130 ms before the asynchrony became noticeable in Dixon andsual speech-related lip movements with no auditory stimula-
Spitz’s study, and to lag by 220 ms or lead by 50 ms in Grant etion [27].
al’s study. The lower values reported in the present study may Recent studies have shown that several commonalities and
therefore reflect the fact that we used only brief stimuli with thedifferences in the activations of various brain structures when
controlled viewing of just the area around the speakers’ mouthpeople process speech or musical stirff&0i31] To our knowl-
and minimal head movemerj5]. Alternatively however, they edge, however, no previous research had been carried out using
may also reflect the fact that the TOJ task used here offers musical instruments as an experimental stimulus for study-
more sensitive index of people’s sensitivity to asynchrony tharing people’s sensitivity to asynchrony. Future combined psy-
the tasks used in previous studies. chophysical and neuroimaging studies will therefore help to
Analysis of the PSS data revealed a greater variability irfurther our understanding of the brain’s processing of speech and
modality lead/lag for the speech videos than for the musicaiusic in more detail, and thus to promote a better understanding
videos. For example, while the auditory stream had to lead bpf the mechanisms involved in the multisensory perception of
66 ms for the /a/ speech stimulus, the visual stream had to lead Isynchrony for complex realistic stimuli (dfL7,20]).
27 ms for the /me/ speech stimulus (6ég 1B). This difference
may reflect the fact that the phonetic and physical propertiegeterences
involved in the production of speech sounds vary as a function
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